Computer-assisted pronunciation training in Icelandic (CAPTinI): developing a method for quantifying mispronunciation in L2 speech
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Abstract. We are developing a Computer-Assisted Pronunciation Training (CAPT) system for learners of Icelandic as a second and foreign language (L2). Based on pre-designed tasks in pronunciation exercises, this system will provide corrective feedback on learners’ speech. One of the main features we are implementing is a new method for automatic pronunciation scoring to provide immediate feedback on learners’ errors. We report promising results for a pilot study of this method in Norwegian, where the pronunciation score successfully distinguishes between native speakers and adult learners, and we discuss how this method informs our continued development of Icelandic CAPT.

Keywords: pronunciation training, computer-assisted pronunciation training, speech error detection, pronunciation scoring, Icelandic as a second or foreign language.

1. Introduction

Currently, there are no mobile applications, websites, or other online tools on the market that enable learners of L2 Icelandic to practise real speaking skills. According to a recent review of online tools for L2 Icelandic, there are about 15 tools offering pronunciation exercises or theoretical explanations about pronunciation to learners (Bédi, 2022). The available online tools that aim to help
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learners with practising spoken Icelandic offer only pre-recorded sounds of letters, words, phrases, or shorter texts with full sentences which learners can listen to and, if they wish, repeat aloud. As a result, no corrective feedback about learners’ mispronunciation is provided.

However, current technology for delivering such feedback has unsatisfactory performance, even in the most commonly taught L2s such as English. Using state-of-the-art methods to detect L2 pronunciation errors, only six of ten identified ‘errors’ were actually mispronounced (i.e. 60% precision), while just 40% to 80% of incorrect pronunciations are detected (i.e. recall; Korzekwa, Lorenzo-Trueba, Drugman, & Kostek, 2022). Furthermore, these technologies depend on excellent Automatic Speech Recognition (ASR) or Text-To-Speech (TTS) support for the target language, so performance grows even worse in languages without highly developed ASR or TTS.

Therefore, high-quality automatic pronunciation feedback for Icelandic must be created. This article presents development towards a system for CAPT in Icelandic (CAPTinI) that will deliver such feedback to learners, including a method to immediately detect mispronounced parts of learners’ productions, and an initial evaluation of this method in a related language.

2. CAPT design

The CAPTinI system is applied as part of a series of lessons which give the learners practice with selected examples of vowels, consonants, words, phrases, and sentences. As such, the system simulates a classroom setting although only virtually, and corresponds with Crabbe’s (2003) learning-opportunity framework, which includes elements of comprehensible input and output, interaction exercises, feedback, and rehearsal opportunities, all of which lead to language understanding and possibly learning. The lesson content and sequencing coordinate with the course design of Icelandic Online, a freely available web-based course series developed by the University of Iceland and launched in 2004, which has about 80,000 active users (Arnbjörnsdóttir, Friðriksdóttir, & Bédi, 2020). In our interactive pronunciation exercises, learners at different levels may listen to correct pronunciations and repeat them, or attempt to read text aloud without errors, and in either case continue practising with feedback after each attempt until they achieve accurate pronunciation. We first used Norwegian learners’ speech to validate the method for detecting pronunciation accuracy, and it will be integrated with CAPTinI later.
3. Scoring method

We propose the RelativeDTW method of scoring pronunciation accuracy, using Dynamic Time Warping (DTW) to quantify how closely learners’ speech matches both native (L1) and other L2 speakers. DTW measures similarity between samples of speech by aligning and comparing corresponding elements. It accurately quantifies L2 accent strength by comparing L2 speakers with a set of L1 (‘reference’) speakers. DTW has previously been applied in different ways for other CAPT systems (Bartelds, Richter, Liberman, & Wieling, 2020; Yue et al., 2017) and therefore is suitable here.

To help factor out confounds, RelativeDTW also compares the learner’s pronunciation to a set of L2 references and determines pronunciation accuracy by a difference-to-sum ratio of the two DTW scores (Figure 1). This reflects the observation that accurate pronunciations are relatively closer to L1 than L2 pronunciations, regardless of absolute DTW values, so the ratio facilitates consistent mispronunciation detection across learners. Similar two-way comparisons are often beneficial for CAPT (Fu, Chiba, Nose, & Ito, 2020; Jia et al., 2014).

Figure 1. Equation for RelativeDTW score: the difference-to-sum ratio of DTW values from L2 and L1 speakers’ reference recordings

\[
\text{RelativeDTW} = \frac{\text{DTWL}2 - \text{DTWL}1}{\text{DTWL}2 + \text{DTWL}1}
\]

4. Experiment and results

Since DTW is comparative, evaluating a learner’s utterance requires reference recordings of other speakers saying the same sounds or words. While data collection for these Icelandic recordings is still in progress, we performed a pilot study validating the method in Norwegian using the NB Tale corpus\(^5\), which includes 240 Norwegian L1 speakers representing maximum dialect diversity and 117 L2 speakers from various backgrounds.

RelativeDTW is evaluated on ability to distinguish between native and non-native speakers’ pronunciations, so the overlapping coefficient (OVL) of score
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distributions for L1 versus L2 test recordings expresses the method’s effectiveness. To estimate practical utility, we also report recall for detecting L2 speech with the score threshold set to correctly accept at least 95% of L1 speech. As a baseline we evaluate the method of Bartelds et al. (2020), measuring DTW distance to L1 references only, using wav2vec-2.0 speech representations for all evaluations.

Results in Table 1 show that L1 and L2 speakers receive quite different pronunciation scores from our method; some individual L2 phonetic segments are indistinguishable from L1 speakers’, but errors contribute to overall non-native-like accents in longer speech. In all cases, RelativeDTW outperforms the baseline.

Table 1. Evaluation of how effectively our RelativeDTW score and the Bartelds et al. (2020) baseline distinguish L1 and L2 speakers in the NB Tale corpus

<table>
<thead>
<tr>
<th></th>
<th>RelativeDTW</th>
<th>Baseline</th>
<th>RelativeDTW</th>
<th>Baseline</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sentences</td>
<td>0.10</td>
<td>0.33</td>
<td>97%</td>
<td>68%</td>
</tr>
<tr>
<td>Words</td>
<td>0.34</td>
<td>0.62</td>
<td>63%</td>
<td>30%</td>
</tr>
<tr>
<td>Phonemes</td>
<td>0.45</td>
<td>0.76</td>
<td>46%</td>
<td>17%</td>
</tr>
</tbody>
</table>

5. Discussion and conclusions

The RelativeDTW difference ratio is sensitive to non-native-like pronunciations of L2 speakers, without rejecting valid L1 variation, and it performs better than the Bartelds et al. (2020) baseline. Although our task of classifying L2 but not L1 speakers as ‘non-native-like’ is not directly comparable to other previous work (e.g. Korzekwa et al., 2022), we can report 90% precision with 46% recall for phonemes, or 93% precision with 63% recall for words, i.e. 63% of non-native Norwegian speakers’ words were identified as sounding non-native-like while under one in ten of so-called ‘mispronunciations’ were native speakers. These results use 25-speaker reference sets, but even reduction to three speakers identified mispronunciations in 28% of L2 words (OVL=0.54).

The NB Tale speech database provides a challenging first test for RelativeDTW, because these Norwegian learners are already advanced and fluent while the native speakers’ dialects are highly diverse. Icelandic contains far less dialect variation, and CAPTinl is integrated with lessons for less advanced learners, so these pilot results provide assurance that RelativeDTW should perform well in Icelandic once we complete data collection. The requirement for reference recordings, and
consequent impossibility of scoring spontaneous speech, is a main limitation of this method. However, no other corpora in the target language are needed, so it is feasible even for languages with limited existing speech technology. Other pronunciation scoring methods are more flexible at the cost of needing hundreds of hours of training data or specialist annotation (Korzekwa et al., 2022).

Currently, we have begun implementing scoring for a selection of Icelandic pronunciation exercises, and will continue development and evaluation with this new dataset. We are collecting more Icelandic recordings through the Samrömur platform, the main speech data gathering platform for Icelandic language technology. Across all projects, 4,000 hours of speech from nearly 30,000 L1 and L2 Icelandic speakers have been collected so far. Our preliminary results using Norwegian samples promise a positive language-learning experience in CAPTinI for improving learners’ pronunciation in L2 Icelandic.
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