Abstract

In 2008, the Digital Humanities Observatory was charged with creating an all-island gateway to Irish digital collections and resources. A key factor in the achievement of this goal was the development of the web application, DHO: Discovery. This chapter will describe what DHO: Discovery was intended to be and to what extent it achieved this end. In particular it will detail the infrastructure upon which the system is based and explain how external and internal factors affected the choices made in its development. It will describe the approach taken to the data harvested for the system, recounting how it was gathered from a variety of national repositories and showing how the responses of providers to the project shaped its development. DHO: Discovery stresses the importance of strong metadata and highlights the importance of best practice and standards-compliant development. Through the use of internationally recognised standards, DHO: Discovery can be used as a basis for further development. The development of several innovative data visualisations demonstrates how some of this potential has already been realised. The design of these tools will also be described. In charting the development of DHO: Discovery, it is hoped that lessons learnt might contribute to the future development of digital humanities in Ireland.
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1. **Introduction**

The Digital Humanities Observatory (DHO)\(^1\) was established in 2008 as part of the Humanities Serving Irish Society (HSIS)\(^2\) consortium. The DHO was established to

- identify standards and advise on best practice in the area of digital humanities;
- store, preserve and provide access to the increasingly complex range of e-resources available to the humanities in Ireland;
- enable the fullest exploitation of existing national research collections and data repositories.

Reporting to the Royal Irish Academy, the unit (initially comprised of nine people with skills ranging from data encoding to project management) encourages the innovative use of technology in what has traditionally been a pen and paper domain, promoting internationally accepted standards and best practice.

Key to the DHO’s work is its website ([http://www.dho.ie](http://www.dho.ie)) which it uses to disseminate news and promote its activities. This website is also the access point for many of its online developments. The DHO has collaborated with other projects to build several high-profile websites such as the Saint Patrick’s Confessio Hyperstack\(^3\) and the Doegen Records Web Archive\(^4\), but in pursuing its own remit it has striven to create its own suite of services. For instance, in an effort to promote existing digital humanities projects across Ireland, one of the first online services the unit developed was *DHO: Drapier*\(^5\). This interactive database, available from the main DHO website, surveys current activity in Irish digital humanities and documents the methods, formats and standards that are being used. New projects can learn to use similar techniques, or established
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1. Digital Humanities Observatory, [http://dho.ie/](http://dho.ie/)
2. Humanities Serving Irish Society, [http://hsis.ie/](http://hsis.ie/). The HSIS consortium is comprised of the Royal Irish Academy, six of the seven Irish universities, Queen’s University, Belfast and the University of Ulster.
projects can locate related work in their field. However, DHO: Drapier does not provide access to existing data repositories or make collections of digital material available for analysis. To achieve this, the Digital Humanities Observatory set about developing another online service, DHO: Discovery.

The development of DHO: Discovery was initiated when the Observatory had a full contingent of staff and a number of years to run. In 2010, I joined the DHO as IT Projects Manager and became involved in the project. In many ways it provided a practical opportunity for me to further my understanding of digital humanities and contribute to the area. However in 2011, the fortunes of the Observatory itself changed radically. Initially given a three-year lifespan, it was hoped that the DHO might acquire additional funding (and maybe even staff) over time. This was not to be. By June 2011, all DHO staff had reached the end of their contracts with little prospect of renewal. Funding stopped in August 2011, but fortunately enough was left to maintain a staff of two. In this reduced form, the unit will continue until August 2013. This has created obvious pressures and has forced the DHO to be creative and extremely cost-effective in developing DHO: Discovery.

In this chapter, I would like to describe DHO: Discovery, chart its development and share some of the lessons learnt from my experience of the project. In charting its development, I will address the creation of the infrastructure, the gathering of data, and the subsequent innovations the system made possible.

2. What is DHO: Discovery?

On a very basic level, DHO: Discovery is a search engine. It allows a user to find related items from many different online sources using one integrated interface. However, it has many differences to traditional search engines such as Google or Bing. Concentrating on data from national cultural and academic sources, it only deals with online digital objects suitable for primary research. Such objects include texts, images, video and audio. It uses accepted standards, such as Dublin Core, to allow faceted searching, i.e., searching on the basis of
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fields such as creator, subject matter, date of creation, etc., not always available on the original websites. *DHO: Discovery* provides several ways to navigate content, but always provides links back to the original websites. This makes it easier to create new connections between heterogeneous content from multiple sources. For instance, rather than having to go to the individual websites of Trinity College Dublin (TCD), University College Cork, etc., for information on Michael Collins¹, a search through *DHO: Discovery* will find all relevant digital objects from the principal research repositories of these institutions, and a variety of cultural institutions, displaying these results with descriptions, thumbnails, rights details, spatial data, and other information. Users can discover Ireland’s many online treasures by visiting this one online service. In addition *DHO: Discovery* offers researchers new ways to visualise data and hopefully gain new insights into old content (Figure 1). Indeed this is one of the key functions of the system. *DHO: Discovery* tries to demonstrate some of the exciting possibilities available when internationally accepted standards are applied to digital content and explore new methods of processing humanities data.

There are some precedents to *DHO: Discovery*, the most obvious being Europeana², a huge online database of European art and culture. With over twenty million objects, including a lot of Irish content, this allows faceted searching on a grand scale. However, despite a small amount of work on visualisation (Europeana4D³, for instance), Europeana has predominantly concentrated on its search tool. Its Irish content is also somewhat limited, coming mainly from large Irish providers such as the National Archives and the National Library, but ignoring many universities and smaller institutions.

From an American perspective, some moves are afoot to replicate the Europeana service with the Digital Public Library of America⁴, but this is still in development. The principal competitor to such initiatives is of course *Google*. *Google* has its
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¹. Michael Collins (16/10/1890 – 22/08/1922) was an Irish revolutionary leader and politician. Collins was shot and killed during the Irish Civil War.
³. Europeana4D, [http://wp1187670.wp212.webpack.hosteurope.de/e4d/](http://wp1187670.wp212.webpack.hosteurope.de/e4d/)
own Google Books and Google Art projects\(^1\), each of which covers large and important collections of works. Again though, it has tended to concentrate on the search and display of its content, generally ignoring the potential of metadata. It also seems to be dealing with each type of media in isolation; books and artworks are treated differently\(^2\).

![Figure 1. Detail on a document from the Documents on Irish Foreign Policy collection, displayed in DHO: Discovery](image)

In Ireland, there are also some notable developments that deal with some of the issues **DHO: Discovery** set out to address. Trinity College Dublin has used the TARA institutional repository to store much of its digital resources\(^3\). Effectively
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2. In October 2012 Google launched its Cultural Institute (http://www.google.com/culturalinstitute/#!home) which addresses this shortcoming to some extent.
this is a database of images, texts, and other media, stored with appropriate metadata. There is sufficient metadata associated with each object to satisfy the requirements of several recognised digital library formats, for instance Dublin Core or METS, and the objects can be found using a search engine responsive to this information. University College Dublin (UCD) takes a similar approach with its repository, the UCD Digital Library. Repositories such as these also act as hosting mechanisms, making the data they hold available on the Internet. However in each case these services are restricted to the university’s own collections (or even subsets of those collections). In addition, there has been little work done on alternative approaches to navigation and visualisation of the data held in these repositories.

In 2008, the DHO set out to address the shortcomings of the systems mentioned above, or at least indicate how they might be addressed. To do this it decided to develop a system that would

- allow users to find content of research interest in an easily navigated way;
- provide a unified interface for national digital resources of digital humanities interest;
- demonstrate the potential of technologies available for digital humanities;
- allow for the serendipitous discovery of objects in disparate collections, creating new connections;
- use the platform as the basis for the development of visualisations that reveal more than any one site can do by itself.

In revealing the many data collections available throughout Ireland it was hoped that it would increase the visibility of these research resources and, as a by-product, drive the growth of digital humanities scholarship.

Given the DHO’s national remit, and taking a cue from the work at UCD and TCD, it was decided to develop a national digital repository that would hold the nation’s digital objects and associated metadata. In tandem with the development and population of this repository, a website, DHO: Discovery, would be

developed, accessible from the DHO main website. This website would allow a user to navigate and make sense of the repository’s contents. Once the main site had been created, a series of visualisations would be developed to showcase what was possible using the data.

3. **Building the infrastructure**

A digital repository stores, manages and provides access to digital content. In 2008, two of the leading open-source repository solutions were Fedora Commons and DSpace\(^1\). The limited resources available to the DHO called for a development framework that was flexible, powerful, standards compliant, and allowed for rapid development. It should also be cheap (preferably free). While Fedora Commons and DSpace, both satisfied many of these needs, Fedora Commons provided more flexibility (Gourley & Viterbo, 2010) and was adopted as the technology set for this repository.

Fedora Commons is not a repository in its own right, but is instead a digital asset management (DAM) architecture. It provides the foundation upon which many types of digital library might be built. Unlike a package such as Microsoft Word, it is not a complete application itself, but is instead built from distinct modules. A developer must choose these modules and put them together himself. In this way, the final product reflects the needs of the individual system. For instance, out-of-the-box searching is achieved using a search engine module developed by a third party, the company Lucene, but this can be swapped with other more powerful modules. In our case, we swapped it for Lucene’s own enterprise solution, Apache SOLR\(^2\).

The decision to use the SOLR module was not an arbitrary one. SOLR provides a powerful full-text search tool, allowing faceted searches, scalability, and a lot of opportunities for integration with other systems. Crucially though, the
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\(^1\) In 2009, the Fedora Commons organisation and the DSpace Foundation, providers of these software products, amalgamated to create Duraspace.

website that would give users access to Fedora was being developed using a programming language called JavaScript, specifically a library of JavaScript code called JQuery. JavaScript is a programming language used extensively for the web. It is predominantly a client-side language (works on a user’s own machine), but can be used in other ways. Many JavaScript libraries, such as JQuery, are available that make development easier, providing ready-made functions for common tasks. The JQuery library supported the use of SOLR, which made the search engine key to the website. In essence SOLR connected the website to the repository.

Towards the end of 2009, the website was progressing well and Fedora was installed. DHO staff began to turn their attention to content. As well as looking for digital content for the repository, they began to devise a data model to reflect the objects that would populate the system. As important as the technologies used, the model by which one maps one’s data is crucial. In order to properly index a digital object within a repository, one must enumerate the various fields, or facets, by which a user might categorise that object. There are obvious metadata elements that should be recorded: the title of a painting for instance, or the author of a particular book. However, a richer model is required when allowing users to search and browse resources from across different collections. Though it is tempting to create a bespoke model, this can be dangerous. A facet might be left out at the outset that proves necessary as the project grows (what about an alternative title for the object?). Some terms might be too ambiguous, not allowing enough specificity. Without the right data model, a project cannot be integrated with similar projects. Adopting an arbitrary model might doom your project from the outset by restricting its scalability or flexibility. A recognised model, by contrast, ensures that your data can be understood internationally. In the case of *DHO: Discovery*, it was important that the system could be developed by other parties and integrated with other systems.

As has been mentioned, other initiatives had already addressed these issues, for instance Europeana. As it happens, the DHO was working with the Irish Manuscripts Commission to aggregate content for Europeana and it was highly likely that content harvested for *DHO: Discovery* might eventually
find its way into Europeana as well\(^1\). Using a variation of the Europeana data model would allow us to benefit from their expertise, future-proof \textit{DHO: Discovery} and allow for future interoperability between the two systems\(^2\). In addition, the Europeana data model adopts many terms from Dublin Core, a model established by the Dublin Core Metadata Initiative (DCMI) for the very purpose of describing resources for discovery\(^3\). By using Europeana’s model we ensured future compatibility with other Dublin Core compliant systems. For all these reasons, with very little tweaking, Europeana’s data model was adopted as our own.

4. \textbf{Gathering content}

In 2010, as the data model was being finalised, I began work at the DHO as IT Projects Manager. It soon became apparent that getting actual data for the system was proving problematic. There were many reasons for this. For instance, some content providers did not have the resources to contribute digital objects to the repository. For some of the other providers the notion of an external organisation hosting their images, video and audio, even one with which they were a partner, seemed to represent too much of a loss of control. Overall, providers were more disposed to giving information about their objects rather than the objects themselves. Without those objects though Fedora could not be populated and \textit{DHO: Discovery} could not become the rich platform we envisaged. Another approach had to be found.

Fortunately the modular nature of Fedora Commons proved useful in tackling this problem. It was SOLR, not Fedora, that the website depended upon, and, as a self-contained module, it could be used by itself. Indeed we could supply it with data directly as spreadsheets. This presented a new model. Rather than store the objects in a repository like Fedora, we could simply store the metadata
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1. Irish Manuscripts Commission, \url{http://www.irishmanuscripts.ie/}

2. Europeana Semantic Elements v3.2 XML Schema. Europeana’s current data model, backwards compatible with version 3.2, is Europeana Data Model Definition v5.2.3.

3. Dublin Core Metadata Initiative, \url{http://dublincore.org/}
associated with those objects in SOLR itself, as a search index. With Fedora Commons and digital objects no longer required, the DHO: Discovery website was back on track. However, we still needed content, even if only in the form of spreadsheets.

There are many ways to gather content from contributors. An automated approach might use the Open Archives Initiative Protocol for Metadata Harvesting (or OAI-PMH) to harvest content on a scheduled basis, ensuring data is always up to date. However, to use this protocol the data provider must also use their own OAI-PMH compliant system and few institutions have the resources to do this. The flip-side of this is that few institutions have the resources to make frequent changes once the initial effort to publish a collection has been made. More realistic is a manual approach. Metadata for indexing can be supplied via manually generated text files. The format for these text files is XML, a language that allows free text to be encoded in a structured way and is used to build customised markup languages like the Text Encoding Initiative (TEI) language. A spreadsheet can be converted into an XML file very successfully using the column headings to label the content. A suite of web forms was developed to take spreadsheets and other files, transform them into the files SOLR needed and submit them directly to the index. A collection could be added to DHO: Discovery within a matter of minutes. It was not entirely automated, but it wasn’t too far from it.

Content providers find spreadsheets a lot easier to create and supply. Where databases are used, it is often possible, with relatively little difficulty, to create a report of data directly as a spreadsheet. We decided to give each of our contributors template spreadsheets listing all the fields that could be populated and asked them to complete it. Many contributors were happy with this approach. What made them especially happy was the fact that we did not need their digital objects.

2. “Extensible Markup Language (XML) is a markup language that defines a set of rules for encoding documents in a format that is both human-readable and machine-readable” (XML, 2013, para. 1). TEI is used to encode a wide variety of primary texts, such as novels, letters, journals, etc.
Why did we not need the digital objects after all? The Internet allows websites to display files hosted on other servers; the files don’t have to belong to the website. Now that we no longer needed to populate Fedora, we could use this property to our advantage. By including the web addresses of the contributors’ objects in the spreadsheets, DHO: Discovery could display their images etc. without actually hosting them.

Even with this new approach collecting content proved difficult. As part of the Humanities Serving Irish Society project, most Irish universities were obliged to submit content to DHO: Discovery. However, not all were in a position to do this. One institution was re-organising its own repository and did not feel their metadata was of a sufficient quality to be submitted. Others had no content or else did not have enough resources to prepare it. Nevertheless we approached all our consortium partners in an attempt to get at least one representative collection from each and largely succeeded. We also approached cultural institutions. From our work aggregating content for Europeana, we had already forged many relationships with these, and given the similarity of the two data models, had metadata in a format that could be harvested quickly with very little manipulation required. We contacted these institutions and got their approval for content to be included in DHO: Discovery.

5. Going live and going forward

By 2011, we had enough content to populate DHO: Discovery and on March 30th, Deputy Seán Sherlock, Minister of State for Research and Innovation, launched the site. The site as launched provided a faceted browse and search service for around 6,000 digital objects and three basic visualisations, i.e., a treemap, a basic tag cloud, and a node-link graph. The DHO’s efforts could now concentrate on acquiring more metadata and developing new visualisations. Unfortunately 2011 also saw the departure of much of the DHO’s staff and by July 2011, only two remained; one for outreach, one for IT.

Content destined for Europeana had provided metadata before. Now it seemed
feasible to reverse the process and take data from Europeana. In September 2012, all metadata held by Europeana was made publicly available under a creative commons license, but it had been available for non-commercial purposes for some time beforehand. In essence, this meant that a developer could use any of the metadata stored by Europeana, provided any rights associated with the original object (e.g., use of the thumbnail or original image) were respected. With this in mind any Europeana Irish data not already in DHO: Discovery was imported, helped by the fact that our common data model meant that this data was already in the format needed. A program was developed making it possible to select and harvest collections contained within Europeana directly from that system’s index. A wealth of content became available and at time of writing DHO: Discovery has indexed 20,701 objects from 30 collections.

When dealing with many collections from diverse sources, one quickly becomes aware of the varied vocabularies used by different curators to describe similar objects. For instance, a collection of architectural drawings might use the term ‘Gothic Vaults (Architecture)’ while another might use the term ‘Gothic Architecture’. Developing a number of online tools for submitting data to SOLR allowed me to incorporate some filtering of these terms. Without removing anything, common terms were added to some objects with similar subject terms (e.g., ‘Gothic’). However, this involved a huge manual effort and the issue could only be addressed at the most basic level. Ultimately the use of diverse vocabularies by different providers highlighted the importance of using common standardised ontologies. This can only happen if curators work together.

Despite these inconsistencies, the value of good metadata, particularly subject terms, was clear. One of the earliest collections to be indexed was correspondence from the Documents on Irish Foreign Policy project. Using key phrases such as ‘Anglo-Irish Treaty’ or ‘British-Ireland Relations’, it was possible to collate all documents pertaining to the Anglo-Irish Treaty of 1921. This formed the basis
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1. Organisations such as the Getty Research Institute are actively developing such ontologies.
2. Documents on Irish Foreign Policy, http://www.difp.ie/
for an e-book produced by the DHO in collaboration with the Documents on Irish Foreign Policy and the National Archives of Ireland (Crowe, Fanning, Kennedy, Keogh, & O’Halpin, 2012).

Regardless of improvements and new content, site usage statistics suggested the service was not being used. Admittedly given the reduction in staff at the DHO, promotion of the site was limited, but there was a more fundamental problem. It was not appearing in search engines. Initially DHO: Discovery was developed using HTML and JavaScript (specifically the AJAX-Solr and JQuery libraries), which meant that all the processing of search queries was made within the user’s browser. The content of a page was created when a user made selected facets or entered a search term, but the address of the page remained the same. Effectively the site was made from one page and without human interaction this page was blank. Search engines, such as Google, follow the links on unique pages to index content. Despite the thousands of objects indexed by DHO: Discovery, there were no links to follow and no unique pages, at least not without human interaction. All Google could ‘see’ was a blank page. DHO: Discovery was in danger of never being discovered.

Search engines need pages to index, preferably ones with appropriate keywords. The DHO had those keywords – the objects’ metadata – it just needed to expose them. Obviously pages for every single object could not be created manually, but a program to automatically generate those pages when a link was followed could be developed, and following a link was the very way search engines interact with a site. One link on the main page – ‘Collections’ – led to this program. This generated a ‘Collections’ page linking to an individual ‘Collection’ page that in turn listed links to all the objects in that collection. Each object now had its own page detailing all its related metadata (Figure 2).

In this way a website of one page (as far as Google or Bing were concerned), suddenly became a site of thousands of pages. In addition each object page gave further utility, presenting the object’s location on a map and offering customised links to, for instance, Wikipedia. Search engines began to index DHO: Discovery and in September 2012, there were over 730 visitors from 52 countries.
Metadata proved useful in creating pages suited for search engines, but it also provided the data needed to create search queries to external websites. Just as
DHODiscovery built queries for SOLR automatically, with a little customisation these queries could be tailored for Europeana¹. For instance, the value in the ‘Creator’ field, i.e., who wrote, painted or generated the object, could be used to explicitly query Europeana on the basis of ‘Creator’, safe in the knowledge that their use of the field corresponded with our’s. The results they returned, formatted as XML, could be readily transformed into HTML and integrated into each object page to show related objects from around the world².

6. Exploiting the data

DHODiscovery was intended to provide insights into humanities data that could only be done because of:

- the large number of aggregated objects available;
- the standardised nature of the metadata collated;
- the specialised skillset available in the DHO.

Above all, the value of a standards-based approach to data needed to be highlighted. The different ways of navigating the collections, and the added value provided by the individual object pages, achieved this in part. Using a common data model meant a common approach to programming could be adopted. Throughout 2012, this concept was further exploited in the development of a wide range of innovative visualisations employing open source libraries and software. From a personal perspective, these developments gave me an opportunity to explore the possibilities of structured data and experiment with new approaches to data analysis. I would like now to discuss some of them in more depth.

Scholars in the digital humanities field will be familiar with a variety of tools for visualising large datasets, whether those datasets are the words in a text,

¹. Europeana uses OpenSearch protocol to pass queries to their system. OpenSearch, http://www.opensearch.org/Home
². More recently a widget returning results from the Digital Public Library of America was also developed using this approach.
or the complete oeuvre of an individual author. There are, however, relatively few online applications that process content on-the-fly\(^1\). The huge amount of metadata within *DHO: Discovery* provided an excellent dataset to explore this approach.

At time of writing there are 10 visualisations, all to be found at [http://discovery.dho.ie/discover.php](http://discovery.dho.ie/discover.php). They include:

- Exhibit Visualisations
- Google Maps
- Google Charts
- Image Galleries
- Wordle-style Word Cloud
- Raphaël Visualisations
- Europeana4D
- Treemap Visualisations
- Tag Cloud
- Node-Link Visualisations

Key to these developments is SOLR. It can provide results in several formats including JSON and CSV\(^2\). For the DHO’s purposes though the most powerful format it delivers is XML. XML is a crucial technology in the world of digital humanities. If one understands the schema of a particular XML format, one can transform it into almost any other text format using Extensible Stylesheet Language Transformations (XSLT). XSLT is a language for transforming XML documents into other XML documents, or other objects, such as web pages. The DHO’s approach to visualisations was to take the SOLR results in XML format and convert them into a format that could be used by a particular web application, e.g., Google Maps. To minimise the dependence on client-side programming (browsers can be fickle in their support for this), and to maximise the toolset available, the decision was made to combine client-side
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1. A notable exception is TAPoR, [http://www.tapor.ca/](http://www.tapor.ca/)

2. JavaScript Object Notation (JSON), is a text-based open standard designed for representing simple data structures and associative arrays. Comma-separated values (CSV) files are used to store tabular data in plain-text form.
technologies, such as JavaScript, with the power of server-side programming (mostly using a language called PHP).

7. Developing the visualisations

Other DHO projects employed the Exhibit framework to add a rich database-like experience to websites. Developed by MIT, Exhibit is a collection of JavaScript files that can be integrated into web pages to create timelines, tables, maps and faceted searching. When the browser loads the page,

“the Javascript reads in one or more JSON data files and builds a local database in the memory of the machine running the browser. Data can then be filtered and sorted directly in the browser without having to re-query the server. The design of Exhibit is optimised for browsing faceted data” (Exhibit, 2012, section “Overview”, para. 1).

Exhibit sites are normally created manually, but here was an opportunity to generate customised ‘exhibits’ dynamically based on a user’s selected criteria.

Although SOLR can deliver JSON automatically, its format is not suited to Exhibit. Instead an application was developed that

- created a SOLR query dynamically from user choices selected on a web form;
- submitted the query and received the results as an XML file;
- used XSLT to rewrite the XML results into the required Exhibit-specific JSON format;
- created the Exhibit web pages dynamically from this automatically generated JSON content.

By having an intermediate script take the results and reformat them, the resulting web pages would be assured of getting the data exactly as needed.

1. For other examples of Exhibit, see http://research.dho.ie. For more information on Exhibit, see http://www.simile-widgets.org/exhibit/
This ‘proxy’ approach proved to be a successful model and formed the basis for many further developments.

Maps are an especially effective way of conveying data. Exhibit is capable of displaying Google-like maps, but only when it has the appropriate geo-spatial coordinates. To explore the possibilities of online maps directly meant developing explicitly for the Google Maps platform¹.

Google Maps uses an XML file format called KML in which place names, geo-spatial co-ordinates (e.g., ‘53.3473,-6.2591’) and even web addresses can all be encoded. Much of this metadata was in DHO: Discovery. Indeed some providers had even supplied the geo-spatial co-ordinates needed to pinpoint a place on a map. Unfortunately these providers were the exception rather than the rule. It was necessary to pair a place name with its co-ordinates.

Fortunately much of our content was to be found in Ireland. Co-ordinates for many Irish towns and cities are easily available and so a database of the most common Irish places was set up. This had the added benefit of allowing the DHO to make entries for places and geographical features that were specific to some of our objects, but for which current information was not easily available (e.g., Dun Laoghaire was once called Kingstown and was referred to as such in many 19th century images). Each visualisation that required a map (remember Exhibit has a mapping tool) could use this database. Obviously countries and major world cities were also added to account for collections (such as that of the Chester Beatty Library) that had a more international dimension.

Another benefit of this database was that there was now a resource against which programs could check for place names. Many of our providers simply didn’t populate the location field. However, the location was often referred to in either the title of the object or its subject terms. A filter was developed for the data input tool that checked the title and subject fields of new collections for any words that corresponded with the place names in the database. If there

was a match the place was added to the location field. While not foolproof, once combined with a brief manual check, this opened a lot of collections up to mapping.

The Exhibit application provided a web form that built up a SOLR query which could now be re-used. Now instead of converting the results into JSON, they were formatted them into KML (the file format recognised by Google), and this KML file was supplied directly to Google Maps. In addition, because the pathways to the thumbnails of the objects were available, the ‘pins’ used to locate places on the map could be customised, or if more than one collection was involved, the objects colour-coded by their collection.

As well as its map application programming interface (API), Google has provided tools for developing other web features. One of the most powerful is Google Charts. As with Exhibit and Google Maps, the key to developing charts is to supply the data in the format required by the application code. Formatted as a JavaScript array, the data could be rendered as, for instance, pie-charts or barcharts. It is not the only API available though. Other graphics libraries, such as Raphaël, can be used to created alternative displays of large datasets. Using visualisation, a user can tell at a glance the subject matter of a collection, the frequency of topics, the time range covered and much more. Data visualisation is not a replacement to standard methods of study, but it is a powerful addition (Figure 3).

Again and again, the same basic web form could be used to generate a SOLR query and then use XSLT to convert the results to a format recognised by a JavaScript library. This library along with the formatted results were embedded in a dynamically created web page delivered to the user by a server-side program. Even the formats could be re-used. For instance, Europeana4D, an application that charts geographical and spatial data together, uses KML files. There was no reason why this method could not be re-used and further developed over time.

Figure 3. A graph illustrating a collection’s subject matter over time, created using Raphaël

8. Conclusion

The Digital Humanities Observatory has satisfied its remit of exposing Ireland’s rich online resources to the digital humanities community. It has done so using best practice and open standards. With DHO: Discovery it illustrates how a disciplined, structured approach to primary digital data can open up a vast array of research opportunities. With minimal expenditure, using open-source software, and building on the rich resources Ireland has to offer, it has transformed existing digital data into new material for scholarship. However, what it achieved is only a beginning. At this point, the lessons learnt in its development are as important as the service itself.

Ireland is a small country. There is no need for isolated silos of data or overly proprietary attitudes to its curatorship. Particularly in the case of public bodies, there is an obligation to open Ireland’s digital heritage to all. DHO: Discovery demonstrates how easily this can be achieved, and, despite the downturn in the economy, how it can be re-purposed cost-effectively. Properly done, Ireland can become a shining light in the world of digital humanities.
In 2011 the Digital Repository of Ireland was created to develop a national digital repository. This presents a valuable opportunity to achieve that to which DHO: Discovery aspired. However, all owners of important digital content need to work together to make this happen. With a holistic vision and appropriate funding, such repositories will be essential to the future of digital humanities in Ireland.
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